CMP 334: Fifth Class

Boolean formula — combinational circuit
TINY Instruction Set Architecture green card

Performance

Metrics of performance
Performance and execution time
Relative performance

CPU Time equation

Some examples

Averages and weighted averages
Amdahl's law (take one)

For next class: HW 4 (begin HW 5) read A.2-, 2.1-4



Combinational Circuit Design

Combinational circuit
Output determined by input

Design process

1. Specify semantics
Black Box input and output
Truth Table (input determines output)

2. Truth table — Boolean formula

3. Minimize Boolean formula (optional)
Boolean algebra

Karnaugh maps
4. Boolean formula — combinational circuit



Boolean Formula — Combinational Circuit

Input wire for each variable
For each sub-formula

Replace operand with wire (output from its sub-circuit)
Replace operator with gate with output wire

~ becomes —Do—
&  becomes :D—

| becomes




r = abc + abc + abc + abc
c =ab + ac + bc



o Q




r = abc
c =ab ~ac ' bc

o Q
|




r = abc
c =ab ~ac ' bc

o Q
]




r =abc - abc + abc
c =ab ~ac ' bc

o 9Q
.




abc + abc + abc + abc
b D

o Q




r = abc + abc + abc + abc
c'=ab + ac + bc

o Q
v,
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The TINY Computer

registers
00000000

PC

ALU

IR

OCOZN

MAR

MDR

0x0000

Oxffff



F" W Instruction Set Architecture

Main Memory 65536 16-bit words
M[n] —n® memory address
“"M[n] —contentofM[n]

Register File

16 16-bit “registers”

15 real registers: $1 ... 8F

1 pseudo-register: $0

[$0]1 = 0O

Immediate values
In — n-bit signed int

Un — n-bit unsigned int
CcC — 4-bit condition code

Instructions ®

ADD
AND
BRC
BRU
LDI
LDX
LIH

NOR
SLL
SRS
SRU
STI
STX
SUB
SYS

rT — [rA]+[rB] **

rT — [rA]&[rB] -

PC ~ [rA]+U4+1 g CC

rL — PC, PC — [rA]+[rB]!
rT « M[[rA]+U4+1] *

rT «— “M[[rA]+[rB]] *

rT ~ 181

15. .8

rT — [rAT[[rB] *?
rT — [rA]<<I4 13

rT — [rA]>>14 13

rT « [rA]>>>14 13
MI[rA]l+U4+1] ~ [rS]
MOIrAl+[rB]] « [rS]
rT — [rA]-[rB] *?
system call®

Arithmetic / Logical

Reference Data Card

oio0 |ADD| T rA rB

o101 [SUB| T rA rB

o110 |[AND| T rA rB

0111 [NOR| T rA rB

Shift / Load Immediate

1000 | LIH| T I8

1001 |SLL| rT rA U4

1010 |SRS| T rA U4

1011 |[SRU| T rA U4

Load/Store

0111 |LDI rT rA U4

o110|LDX rT rA rB

o101 |STI rs rA U4

o100|STX rs rA RB

Branch/Special
oo11| BRC c rA U4
oo10| BCU| rL rA rB
0001 reserved
oooo| SYS Ul2

Condition Codes
0000 true TT
0001 false FF
0010 A = Bsigned EQ
0011 A B signed NE
0100 A < Bsigned LT
0101 A B signed GE
0110 A B signed LE
0111 A > Bosigned GT
1000 true
1001 false
1010 A = B unsigned
1011 A B unsigned
1100 A < B unsigned LTU
1101 A B unsigned GEU
1110 A B unsigned LEU
1111 A > B unsigned GTU
Notes

®PC —~ PC+1 before instruction execution
! $0 not changed

? Determines flags: z, n, ¢, o

? Determines flags: z, n,

* Noop ¢ Ul2=0



Understanding Performance

From qualitative to quantitative analysis
Performance metrics (what to measure)
What does “performance” mean?

Performance equations
Relative performance

CPU time equation
Amdahl’s law

Statistical tools

Average and weighted average



Performance Metrics

Different measures of airplane “performance™?
Speed (mph) ?
Range (miles) ?
Capacity (passengers) ?
Throughput (passengers miles per hour) ?

e [
(miles) (lﬂ Iﬂi-) (passengers x m.p.h.)

Boeing 777 375 4630 228,750
Boeing 747 470 4150 286,700
BAC/Sud Concorde | 132 4000 135{] 178,200
Douglas DC-8-50 146 8720 544 79,424




Airplane Performance Metrics

| ] | [ [
Boeing 777 | Bowing 777 |
Bowing 747 | Bowing 747 |
BAC/Sud | BACSud
Concorde Concorda
Douglas Douglas DC-
e -0 | | | -
o i06 200 300 400 9S00 a 000 4000 &00D S00D 10000
|E|Pu|-=|1l.'|cr-ﬂ-upn|:i':r] 0 Cruing Range {miles) |
] | |
Bosing 777 | Bowsing 777 |
Bosing 747 I Boeing 747 : I
BALC/5ud I BAC/ Sud ]
Concorde Concorda
Douglas Douglas DC-
DC-8-50 —|—| ssp |
o S00 10060 1500 o 100000 200000 00000 400000
| O Crulsing Speed (mph) | | 2 Passengers x mph




Computer Performance Metrics

Execution (response) time (seconds)
CPU__+1/O__

time

Throughput (tasks per hour)

Availability (percent) o

MTTF — Mean Time To Failure (years)
MTTR — Mean Time To Repair (minutes)

Execution energy (joules)
Throughput cost (tasks per hour per dollar)




Execution Time & Performance

Definition

Performance, = .1 : P, = 1
ExecutionTime , E,

Better performance mean shorter execution time

Relative performance

Xis ntimes as fast as Y if and only if
Pr By
"R TE

Y takes n times as long as X to execute



Relative Performance

If computer A runs a program in 10 seconds and computer B runs the same
program in 15 seconds, how much faster is A than B?

We know that A is n times as fast as B if

Performance A Execution timeB
_ —_ n

Performancey Execution time ,

Thus the performance ratio is

and A is therefore 1.5 times as fast as B.

In the above example, we could also say that computer B is 1.5 times slower than
computer A, since

Performance
A —15

Performancey

means that

Performance
A — Perﬂ:lrmam:eE
1.5



CPU Time Equation

Program execution time = CPU_ _ + 1/0_
CPU,. _— key metric of processor performance

We will return to I/O,__ later in the course
CPU. = # instructions ¢ (average) instruction_

instruction, = (average) cycles per instruction ¢ cycle,

cycle, = f# seconds 1 (seconds)

me cycle  clock

rate

clock _ (Hertz — cycles per second)

# nstructions ~ #cycles  #seconds

CPU. : . ;
execution Instruction cycle

time

[execution ) =




T —

CPU execution time for a program Seconds for the program

Instruction count Instructions executed for the program

Clock cycles per instruction (CPI) Average number of clock cycles per instruction
Clock cycle time Seconds per clock cycle

Figure 1.15 shows the basic measurements at different levels in the
computer and what is being measured in each case. We can see how these
factors are combined to yield execution time measured in seconds per
program:

Instructions v Clock cycles v Seconds

Time = Seconds/Program = :
Program Instruction  Clock cycle

Always bear in mind that the only complete and reliable measure of
computer performance is time. For example, changing the instruction set
to lower the instruction count may lead to an organization with a slower
clock cycle time or higher CP1I that offsets the improvement in instruction
count. Similarly, because CPI depends on type of instructions executed,
the code that executes the fewest number of instructions may not be the
fastest.



Performance Equations

Performance — inverse of execution time

lati P, T,
relative performance: > T

y X

performance: P_= I

CPU time equation

#nstructions ~ #cycles  #seconds
execution  1nstruction cycle

T .y execution) =



Relative CPU__ Performance

. # Instructions  #cycles  # seconds
T .| execution) = - -

execution  Instruction cycle

T, = #instructions, - CPI,, - cycleTime,

# instructions , - CPI

clockRate ,,
Py Ty  #mstructionsy - CPI, - cycleTimey
P, T,  #instructions, - CPIL, - cycleTime,
Py Ty  #mstructions, - CPI, - clockRate
P, T,  #instructions, - CPI, - clockRate,




A New Computer Design

Our favorite program runs 1n 10 seconds on computer
A, which has a 2 GHz clock. We are trying to help a
computer designer build a computer, B, which will run
this program 1n 6 seconds. The designer has determined
that a substantial increase in the clock rate is possible,
but this increase will affect the rest of the CPU design,
causing computer B to require 1.2 times as many clock
cycles as computer A for this program.

What clock rate should we tell the designer to target?



A New Computer Design

Let’s first find the number of clock cycles required for the program on A:

CPU clock cycles ,

CPU time, =
Clock rate ,
CPU clock cycl
10 seconds = ket A
o cycles
2 X100 ——
second
o cycles

CPU clock cycles, = 10 seconds X 2 X 10 = 20 X 10” cycles
second

CPU time for B can be found using this equation:

1.2 X CPU clock cycles ,

CPU timep =
Clock ratey
1.2 X 20 X 10° cycles
6 seconds = i
Clock ratep
1.2 % 20 X 10° cycles 0.2 %X 20 X 10° cycles 4 % 10° cycles
Clock rateg = Y = Y = Y = 4 GHz

6 seconds second second

To run the program in 6 seconds. B must have twice the clock rate of A.



A New Computer Design

P, Ty # 1nstructionsy, - CPI;, - clockRate ,,
P, T, # mstructions,, - CPI,, - clockRate,

T, 10  # mstructions - CPI, - clockRate,
T, 6 # instructions - CPI, - clockRate ,

10 #instructions - EPL, - clockRate
6 #instraettons - 1.2 - €PL - 2 GHz

clockRate, = 10.22.2 GHz = 4 GHz




Which Computer is Faster

Suppose we have two implementations of
the same 1nstruction set architecture.

Computer A has a clock cycle time of 250
ps and a CPI of 2.0 for some program, and
computer B has a clock cycle time of 500
ps and a CPI of 1.2 for the same program.

Which computer 1s faster for this program
and by how much?



Which Computer is Faster?

We know that each computer executes the same number of instructions for
the program; let’s call this number I. First, find the number of processor clock
cycles for each computer:

CPU clock cycles, = I x 2.0
CPU clock cyclesy = I x 1.2

Now we can compute the CPU time for each computer:

CPU time, = CPU clock cycles, X Clock cycle time
= I X 2.0 X250 ps = 500 X1 ps

Likewise, for B:

CPU timeg = I X 1.2 X 500 ps = 600 X [ ps

Clearly, computer A is faster. The amount faster is given by the ratio of the
execution times:

CPU performance Execution timeg _ 600 X Ips

1.2
CPU performanceg Execution time , 500 X Ips

We can conclude that computer A is 1.2 times as fast as computer B for this
program.



Which Computer is Faster?

P, T, # mstructionsy, - CPI, - cycleTime,

P, T, # mstructions,, - CPI, - cycleTime,

P,  #mstructions - CPI, - cycleTime,

P,  #instructions - CPI , - cycleTime ,

#instraettons - 1.2 - 500 ps
#instraetions - 2.0 - 250 ps

_ 12-500 _ 600 _
20250 500

Computer A is 1.2 times faster that Computer B



Comparing Code Segments

A compiler designer is trying to decide between two code sequences for a
particular computer. The hardware designers have supplied the following facts:

- CPI for each Instruction class
1 2 3

CPI

For a particular high-level language statement, the compiler writer is
considering two code sequences that require the following instruction counts:

Instruction counts for each Instructlon class
Codesoquonce [ A | 8 | ¢
1 2 1 2

2 4 1 1

Which code sequence executes the most instructions? Which will be faster?
What is the CPI for each sequence?



Sequence 1 executes 2 + 1 + 2 = 5 instructions. Sequence 2 executes 4 + 1 +
1 = 6 instructions. Therefore, sequence 1 executes fewer instructions.

We can use the equation for CPU clock cycles based on instruction count
and CPI to find the total number of clock cycles for each sequence:

CPU clock cycles = » “(CPI; X C))
i=1
This yields
CPU clockcycles, = (2X 1)+ (1X2)+(2X3)=2+2+6 =10 cycles

CPU clock cycles, = (4 X 1)+ (1 X2)+(1X3) =4+ 2+ 3 =09 cycles

So code sequence 2 is faster, even though it executes one extra instruction. Since
code sequence 2 takes fewer overall clock cycles but has more instructions, it
must have a lower CPI. The CPI values can be computed by

CPU clock cycles

CPI = :
Instruction count
CPU clock cycles 10

CPI, = R -2 =20
Instruction count, 5
CPU clock cycles

CPIL, = xayes; 2 -5
Instruction count, 6



Comparing Code Segments

T, = #instructions, - CPI, - cycleTime,

cycles, = # mstructions, - CPI,
= A-cycles, + B-cycles, + C-cycles,,

cycles, = #A-instr,-CPI, + #B-instr,-CPI, + #C-instr,-CPI .
cycles, = #A-instr,"CPI, + #B-instr,-CPI, + #C-instr,-CPI .

10 70

cycles, = 2:1+1:2+2:3 =10 CPI,

cycles, = 41+1-2+13 = 9 CPI, 1.5

5
2
6



Check Yourself

A given application written in Java runs 15 seconds on a desktop processor. A new
Java compiler is released that requires only 0.6 as many instructions as the old
compiler. Unfortunately, it increases the CPI by 1.1. How fast can we expect the
application to run using this new compiler? Pick the right answer from the three

choices below:

5X0.

a.l 06=8.25ec
1.1

b. 15X 0.6X%1.1=99sec
5X1.

c.l ”zZ?.Ssec

0.6



CPU Time Equation

Py Ty  #mstructionsy - CPI, - clock rate
P, T,  #instructions, - CPI, - clock rate,
T,  #instructions, - CPI, - clock rate
T.  #instructions, - CPI, - clock rate,

15 seconds ~ #instructions; CPL; - etockrate;

T, #instraetions; - 0.6 - €PL - 1.1 - eloekrate;

T, =15-06-1.1 = 9.9 seconds



Basic Statistical Tools

Given values: {v,, v,, ... v, | & weights: {w,, w,, ... w,]

N
Zvi
- =]

average: v =
N

N N
total weight: W = Z w,  normalized weight: q,= VV‘;/’ ( Z g =1)
i=1 i=0

ZWV

N
I
—1

Z w; Vv,

Z N o N
= W = ZW‘G‘ - Zqz'vi

i=1

weighted average:

i
N
2,

i=1



Grade Point Average

Z GradePoint (c) - Hours|c)

GP A c € Courses

Z Hours|c)

c€ Courses



Typical Instruction Statistics

Instruction types, frequencies, and execution times

50% ALU instructions 5 CPI
30% Memory instructions
20% Load 8 CP
10% Store 6 CP

20% Branch instructions 10 CP



Average Cycles Per Instruction

(Weighted) average CPI

qLoadTLoad + qStoreTStore +

= qALUTALU +

= ©.55 + 0.2-8
+ 1.6
= 6.7 cycles

= 2.5

Execution time fraction by instruction type

ALU
Load
Store
Branch

+ 0.16
+ 0.6

+

+

approximation:

2.5/ 6.7

1.
0.
2.

© o O

/
/
/

o O O

NN

~

~

~

~

q Branch =~ Branch

0.210
2.0
20 / 6.7

37.5%
24 .0%
9.0%
30.0%

~
~

3



Performance Equations

Performance — inverse of execution time
1 P Ty

performance: P_= I relative performance: P_x = T

X y X

CPU time equation

#nstructions ~ #cycles  #seconds
execution  1nstruction cycle

T .y execution) =

Amdahl's law

fraction affected - T ,
= , ™+ fraction not affected - T,
improvement

new



Amdahl's Law

old time (12)
affected (8) : unaffected (4)

1.
SpeledUp ( i6n)1proved (5)

unaffected (4) ,

—_——— — — — newtime(® _ _ _ — — — -
T , = affected + unaffected T T T T T T —
T ., =improved + unaffected LT —
SpeedUp = affected / improved N nmunmun

Overall SpeedUp=T_ /T S
(fraction affected) Fa = affected / T__ T ——
o ———— |

(fraction unaffected) Ea = unaffected / T_,




Improving a Race Car

% time % fuel useage % tire ware % miles

acceleration 5 30 10 10
cruise 90 50 50 20
brake 5 10 40 40

turns 15 10 10 30






Average Cycles Per Instruction

(Weighted) average CPI

qLoadTLoad + qStoreTStore +

= qALUTALU +

= ©.55 + 0.2-8
+ 1.6
= 6.7 cycles

= 2.5

Execution time fraction by instruction type

ALU
Load
Store
Branch

+ 0.16
+ 0.6

+

+

approximation:

2.5/ 6.7

1.
0.
2.

© o O

/
/
/

o O O

NN

~

~

~

~

q Branch =~ Branch

0.210
2.0
20 / 6.7

37.5%
24 .0%
9.0%
30.0%

~
~

3



CPU Time Equation

# mstructions ~ #cycles  # seconds
execution  Instruction cycle

T .yl execution ) =

If T, (execution) ~ 20 seconds, cycle, .= 10" seconds

time

20 seconds ~ # instructions - 6.7 10~ seconds

# instructions ~ ~ 310

. . # seconds #cycles  # seconds
nstruction,,.. = - = e
instruction mstruction  cycle




Amdahl's Law 1

fraction affected - T,

T, = , + fraction not aftected - T',;,
improvement

Improvement X
reduces ALU instructions time from 5 to 4 ns

_ fraction affected - 20 sec

T, , + fraction not affected - 20 sec
improvement
2.5
— 20
T, = 6'7§ + 2? 20| sec ~ (%-I— 12.6 | sec = 18.6 sec
4




Amdahl's Law 2

fraction affected - T,

T, = . + fraction not affected - T,
improvement

Improvement Y
reduces Load instructions time from 8 to 4 ns

_ fraction affected - 20 sec

T, _ + fraction not affected - 20 sec
improvement
1.6
— 20
T, = 6°7§ —|—%2O sec ~ (% + 15.3)5@0 = 17.7 sec
4



Amdahl's Law 3

fraction affected - T,

T, = . + fraction not affected - T,
improvement

Improvement Z
reduces Store instructions time from 6 to 2 ns

_ fraction affected - 20 sec

T, _ + fraction not affected - 20 sec
improvement
0.6
— 2
T, = .7 O-I—£2Osec~ E-|—183sec—189sec
667 3 | |
2




Amdahl's Law 4

fraction affected - T,

T, = , + fraction not aftected - T',;,
improvement

Improvement W
reduces Branch instruction time from 10 to 5 ns

fraction affected - 20 sec

T, = : + fraction not affected - 20 sec
improvement
2.0
T, = 0.7 -|—£20sec~ é-|—14lsec—17lsec
o 10 67 2 |




Relative Performance

performance: P_= TL relative performance: i

P T

I S old 20 ~ 1075
Pold TX 18 6

P T

Ly Laa 20 ~ 1130
Pold TY 17 7

P T

Lz Lo 20 ~ 1058
Pold TZ 18 9

P T

o w _ old 20 1 170
Pold TZ 17 1




