## CMP 334: Fifth Class

Boolean formula $\rightarrow$ combinational circuit
TINY Instruction Set Architecture green card
Performance
Metrics of performance
Performance and execution time
Relative performance
CPU Time equation
Some examples
Averages and weighted averages
Amdahl's law (take one)
For next class: HW 4 (begin HW 5) read A.2-, 2.1-4

## Combinational Circuit Design

Combinational circuit
Output determined by input
Design process

1. Specify semantics

Black Box input and output
Truth Table (input determines output)
2. Truth table $\rightarrow$ Boolean formula
3. Minimize Boolean formula (optional)

Boolean algebra
Karnaugh maps
4. Boolean formula $\rightarrow$ combinational circuit

## Boolean Formula $\rightarrow$ Combinational Circuit

Input wire for each variable
For each sub-formula
Replace operand with wire (output from its sub-circuit)
Replace operator with gate with output wire
~ becomes

\& becomes

becomes


## $r=a b c+\overline{a b c}+\bar{a} b \bar{c}+a \overline{b c}$ $c^{\prime}=a b+a c+b c$

$$
\begin{aligned}
r & =a b c+a b c+a b c+a b c \\
c^{\prime} & =a b+a c+b c
\end{aligned}
$$



## $r=a b c+a b+a b+a b c$ <br> $c^{\prime}=a b+a c+b c$



## $r=a b c+\overline{a b c}+\overline{a b c}+a b c$ $c^{\prime}=a b+a c+b c$



## $r=a b c+\overline{a b c}+\bar{a} b \bar{c}+a \overline{b c}$ $c^{\prime}=a b+a c+b c$


$r=a b c+\overline{a b} c+\bar{a} b \bar{c}+a \overline{b c}$ $c^{\prime}=a b+a c+b c$


# $r=a b c+\overline{a b} c+\bar{a} b \bar{c}+a \overline{b c}$ $c^{\prime}=a b+a c+b c$ 
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ARTHMETIC CORE INSTRLCTION SET



REGISTER NAME，NIMLER，LXE，CALI，CONVENTION

| NAME | NUMBER | USE | RRESERVED MCROKSACALL． |
| :---: | :---: | :---: | :---: |
| X0－X7 | （a） | Afyment／Rexils | No |
| $\times 8$ | 8 |  | No |
| $\mathrm{X0}-\mathrm{Xl5}$ | 9.15 | Tanpuates | $\mathrm{K}_{6}$ |
| X16（18） | 16 | May be unad by linker as a scrach megibar；ofor tina ucian tenconan nogeter | No |
| X17（IFI） | 17 | May be und by inker an scrach megiar；oher tinea uedemenman negser | No |
| X18 | 18 | Haforn nywer fer pation indpondrt codraternta xmparay agidar | No |
| x19．827 | 12.27 | Sand | Yea |
| X23（5P） | 28 | guxk forist | Yes |
| K9， | 7 | Fram Poine | Yes |
|  | 10 | Reminditas | Yes |
| XZR | 31 | The Combir Vibe 0 | NA． |


| Instrut |  |  | ende | Sum | 11－buI OpodeRorge（l）Staillias）Find（thax |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Mramic | Farmet | Withenis） | Blinay | Binx |  |  |
| 5 | 月 | 6 | （00101 |  | 0.00 | Q日F |
| nows | \％ | 11 | \％001110061 | 06010 | If |  |
| maves | R | 11 | （0011110931 | 08010 | 1 |  |
| Fous | R | 11 | （001IIIOM） | 01000 | 1 |  |
| nems | \％ | 11 | coillilios | 061010 | If |  |
| crass | R | 11 | （001111091 | 001110 | 1 |  |
| пе\％ | \％ | 11 | 600111100 1 | 00010 | If |  |
| rove | R | 11 | （0011110） 1 | 020110 | If |  |
| Cowb | \％ | II | 60ililoul | 001000 | If |  |
| Reose | R | 11 | 4001110011 | 001019 | 4 |  |
| \％ab | \％ | II | 601110011 | 001110 | If |  |
| \％ 7 \％ 18 | 0 | 11 | conllamse |  | 10 |  |
| 50 | D | 11 | C0111600310 |  | 1 C |  |
| 5，003 | CII | 8 | 0101010 |  | 240 | $2 \lambda 7$ |
| \％） | D | 11 | 0111160030 |  | 30 |  |
| Hess | 0 | 11 | 0111160310 |  | K0 |  |
| 10 | R | 11 | 100101030 |  | 45 |  |
| 0 | \％ | 11 | 1001610050 |  | 45 |  |
| 200t | 1 | 10 | 10106019 |  | （3） | 489 |
| Wet | 1 | 10 | 1001001005 |  | 49） | 491 |
| 0 | 8 | 6 | 100191 |  | 440 | 48F |
| 50 V | \％ | 11 | 10011010110 | 08010 | 45 |  |
| Eive | 1 | 11 | 1011010110 | 0x011 | 45 |  |
| S03 | § | 11 | 1001101060 | 011111 | 40 |  |
| 303 | \％ | 11 | 1001101010 |  | 41 |  |
| 904 | R | 11 | 10011011110 |  | 40 |  |
| 5 | \％ | 11 | 1010101050 |  | 58 |  |
| 200s | R | 11 | 1010101030 |  | 38 |  |
| Nota | 1 | 10 | 10tiocol0s |  | 5緅 | 559 |
| （ent | 1 | 10 | 101600109 |  | 900） | 591 |
| 退 | CB | 8 | 1010100 |  | 540 | $5 \times 1$ |
| 50.5 | CI | 8 | 1010101 |  | 488 | 3AF |
|  | D | 11 | 1011160080 |  | 5 |  |
| masm | 0 | 11 | 1011100100 |  | 8 |  |
| \％ues | R | 11 | 1011110080 |  | 5 E |  |
| 4ers | ， | 11 | 1011110010 |  | 51 |  |
| 50 | D | 11 | П071（00） |  | 64 |  |
| Hes | D | 11 | 1107C0010 |  | 64 |  |
| 5 | R | 11 | 1100101090 |  | 6 |  |
| 0 | \％ | 11 | 11071011050 |  | 65 |  |
| x0t | 1 | 10 | 110100019 |  | （18） | 659 |
| mer | 1 | 10 | 110000100 |  | 60 | 691 |
| 50 | IM | 9 | 11000101 |  | 1 M | 69\％ |
| 5 | \％ | 11 | 1101001010 |  | 隹 |  |
| 185 | R | 11 | 1100001011 |  | ¢91 |  |
| 50 | R | 11 | 11010110080 |  | 6 B |  |
| wn | \％ | II | 1110161090 |  | 13 |  |
| 508 | R | 11 | 1110101090 |  | T3 |  |
| 20ata | 1 | 10 | 111060105 |  | 180 | 739 |
| How | 1 | 10 | 111100103 |  | 790） | 291 |
| Now | IM | 9 | 11160101 |  | 194 | \％1 |
| －1／ | 0 | 11 | 111160080 |  | $\chi$ |  |
| W98 | D | 11 | ［1111600］10 |  | $\chi$ |  |
| \％mas | 8 | 11 | ．1111110030 |  | 11 |  |
| Hex | $1{ }^{1}$ | 11 | 11111100710 |  | 71 |  |
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## EXCEPTION SVNDHOME REGISTER（ESKI


xCIPTIONCLAS

| EC | Cters | Caws mfacertion | Nunker | Nuns | Cuse of Eucestion |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | thenemn | Uninum | 3 | IC | Misuignad PC： emaction |
| 7 | SIMD | SMDIF Regbks diskikd | 3 | Dus | Dis Alort |
| 14 | FE | $\begin{gathered} \hline \text { Illigyi Easeting } \\ \text { Surue } \\ \hline \end{gathered}$ | 2） | FPF | Flostre－puint exartion |
| 17 | Sy | sypnige cal Excestios | 52 | WPT | Das llakikgint encerpion |
| 32 | inser | Issmution Alot | 36 | HKPT | SW Beoblyoint Evogrtim |


| इ1／2 | PREFIX | SYMEOI | ¢ 171 | PREHX | SYMmol． |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $10^{2}$ | Kilor | K | $2^{16}$ | Kilis－ | Ki |
| $10^{5}$ | Mes． | M | $2^{3}$ | Meti－ | Mi |
| $10^{3}$ | Gijz． | G | $2^{x}$ | Gitis． | Gi |
| $10^{2}$ | Trat | $T$ | 2 | Telot－ | $\pi$ |
| $18^{13}$ | Pita． | P | $2^{3}$ | Pesti－ | Fi |
| $10^{18}$ | Esor | E | $2^{2}$ | Eatio | E |
| $10^{17}$ | Zatr | Z | $2^{N}$ | zetio | 2 |
| $10^{3}$ | Yatis． | $Y$ | $2^{51}$ | Yobi－ | Yi |
| $10^{1}$ | milli | \％ | $1 i^{19}$ | Sampe | f |
| $10^{6}$ | miav－ | 1 | $10^{13}$ | aito | 3 |
| $10^{5}$ | noms． | п | $10^{31}$ | atab | 2 |
| $16^{17}$ | piow | p | $10^{31}$ | 10xtes | $y$ |



## The TINY Computer



Main Memory 65536 16-bit words $\mathrm{m}[\mathrm{n}]-\mathrm{n}{ }^{\text {tim }}$ memory address ${ }^{\wedge} \mathrm{M}[\mathrm{n}]$ - content of $\mathrm{M}[\mathrm{n}$ ]
Register File 16 16-bit "registers" 15 real registers: $\quad \$ 1 \ldots \$ \mathrm{~F}$ 1 pseudo-register: $\quad \$ 0 \quad[\$ 0]=0$

## Immediate values

In - n-bit signed int
Un - n-bit unsigned int
CC - 4-bit condition code

## Instructions ${ }^{\ominus}$

| AD | $r \mathrm{~T} \leftarrow[\mathrm{ra}]+[\mathrm{rB}]^{1.2}$ |
| :---: | :---: |
| AND | $r T \leftarrow[r A] \&[r B]^{1,3}$ |
| BRC | $\mathrm{PC} \leftarrow[\mathrm{rA}]+\mathrm{U4}+1$ iff CC |
| BRU | $r L \leftarrow P C, P C \leftarrow[r A]+[r B]^{1}$ |
| LDI | $r T \leftarrow{ }^{\wedge} M[[r A]+U 4+1]^{1}$ |
| LDX | $r T \leftarrow{ }^{\wedge} M[[r A]+[r B]]^{1}$ |
| LIH | $\mathrm{rT}_{15 \ldots 8} \leftarrow 18^{1}$ |
| NOR | $r \mathrm{~T} \leftarrow \overline{[r A]}]\left[\mathrm{rB]}^{1.3}\right.$ |
| SLL | $r T \leftarrow[r A] \ll I 4{ }^{1.3}$ |
| SRS | $r T \leftarrow[r A] \gg 14{ }^{1.3}$ |
| SRU | $r T \leftarrow[r A] \ggg 14{ }^{1.3}$ |
| STI | $M[[r A]+U 4+1] \leftarrow[r S]$ |
| STX |  |
| SUB | $r T \leftarrow[r A]-[r B]^{1.2}$ |
| SYS | system call ${ }^{4}$ |


| Arithmetic / Logical |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| 0100 | ADD | rT | rA | rB |
| 0101 | SUB | rT | rA | rB |
| 0110 | AND | rT | rA | rB |
| 0111 | NOR | rT | rA | rB |


| Shift / Load Immediate |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| 1000 | LIH | rT | I8 |  |
| 1001 | SLL | rT | rA | U4 |
| 1010 | SRS | rT | rA | U4 |
| 1011 | SRU | rT | rA | U4 |


| Load/Store |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| 0111 | LDI | rT | rA | U4 |
| 0110 | LDX | rT | rA | rB |
| 0101 | STI | rS | rA | U4 |
| 0100 | STX | rS | rA | RB |


| Branch/Special |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| 0011 | BRC | C | rA | U 4 |
| 0010 | BCU | rL | rA | rB |
| 0001 | reserved |  |  |  |
| 0000 | SYS | U12 |  |  |


| Condition Codes |  |  |
| :---: | :---: | :---: |
| 0000 | true | TT |
| 0001 | false | FF |
| 0010 | $A=B$ signed | EQ |
| 0011 | A $B$ signed | NE |
| 0100 | $\mathrm{A}<\mathrm{B}$ signed | LT |
| 0101 | A B signed | GE |
| 0110 | A B signed | LE |
| 0111 | A > B signed | GT |
| 1000 | true |  |
| 1001 | false |  |
| 1010 | $\mathrm{A}=\mathrm{B}$ unsigned |  |
| 1011 | A Bunsigned |  |
| 1100 | A $<\mathrm{B}$ unsigned | LTU |
| 1101 | A B unsigned | GEU |
| 1110 | A B unsigned | LEU |
| 1111 | A > Bunsigned | GTU |

## Notes

${ }^{0} \mathrm{PC} \leftarrow \mathrm{PC}+1$ before instruction execution
${ }^{1} \$ 0$ not changed
${ }^{2}$ Determines flags: $\mathbf{z}, \mathrm{n}, \mathrm{c}$, o
${ }^{3}$ Determines flags: $\mathbf{z}, \mathbf{n}$,
${ }^{4}$ No op iff U12 $=0$

## Understanding Performance

From qualitative to quantitative analysis
Performance metrics (what to measure)
What does "performance" mean?
Performance equations
Relative performance
CPU time equation
Amdahl's law
Statistical tools
Average and weighted average

## Performance Metrics

Different measures of airplane "performance"?
Speed (mph) ?
Range (miles) ?
Capacity (passengers) ?
Throughput (passengers miles per hour) ?

| Alplane | Passenger <br> capacity | Grilaing range <br> (milos) | Grulsing speed <br> (m.ph.) | Passenger throughput <br> (passengers $\times$ m-p.h.) |
| :--- | :---: | :---: | :---: | :---: |
| Boeing 777 | 375 | 4630 | 610 | 228,750 |
| Boeing 747 | 470 | 4150 | 610 | 286,700 |
| BAC/Sud Concorde | 132 | 4000 | 1350 | 178,200 |
| Douglas DC-8-50 | 146 | 8720 | 544 | 79,424 |

## Airplane Performance Metrics






## Computer Performance Metrics

Execution (response) time (seconds)

$$
\mathbf{C P U}
$$

Throughput (tasks per hour)
Availability (percent) $\frac{M T T F}{M T T F+M T T R}$
MTTF - Mean Time To Failure (years)
MTTR - Mean Time To Repair (minutes)
Execution energy (joules)
Throughput cost (tasks per hour per dollar)

## Execution Time \& Performance

Definition
Performance $_{X} \equiv \frac{1}{\text { ExecutionTime }_{X}} \quad \mathrm{P}_{X} \equiv \frac{1}{\mathrm{E}_{X}}$
Better performance mean shorter execution time
Relative performance
X is $\boldsymbol{n}$ times as fast as Y if and only if

$$
\boldsymbol{n}=\frac{\mathrm{P}_{X}}{\mathrm{P}_{Y}}=\frac{\mathrm{E}_{Y}}{\mathrm{E}_{X}}
$$

Y takes $\boldsymbol{n}$ times as long as X to execute

## Relative Performance

If computer A runs a program in 10 seconds and computer B runs the same program in 15 seconds, how much faster is A than $B$ ?

We know that A is $n$ times as fast as B if

$$
\frac{\text { Performance }_{\mathrm{A}}}{\text { Performance }_{\mathrm{B}}}=\frac{\text { Execution time }_{\mathrm{B}}}{\text { Execution time }_{\mathrm{A}}}=n
$$

Thus the performance ratio is

$$
\frac{15}{10}=1.5
$$

and A is therefore 1.5 times as fast as B .
In the above example, we could also say that computer B is 1.5 times slower than computer A, since

$$
\frac{\text { Performance }_{\mathrm{A}}}{\text { Performance }_{\mathrm{B}}}=1.5
$$

means that

$$
\frac{\text { Performance }_{\mathrm{A}}}{1.5}=\text { Performance }_{\mathrm{B}}
$$

## CPU Time Equation

Program execution time $=\mathrm{CPU}_{\text {time }}+\mathrm{I} / \mathrm{O}_{\text {time }}$
$\mathrm{CPU}_{\text {time }}$ - key metric of processor performance We will return to $I / O_{\text {time }}$ later in the course
$\mathrm{CPU}_{\text {time }}=\#$ instructions • (average) instruction time instruction $_{\text {time }}=($ average $)$ cycles per instruction $\cdot$ cycle $_{\text {time }}$ cycle $_{\text {time }}=\frac{\# \text { seconds }}{\text { cycle }}=\frac{1}{\text { clock }_{\text {rate }}}$ (seconds)
clock $_{\text {rate }}$ (Hertz - cycles per second)

$$
\mathrm{CPU}_{\text {time }}(\text { execution })=\frac{\# \text { instructions }}{\text { execution }} \cdot \frac{\# \text { cycles }}{\text { instruction }} \cdot \frac{\# \text { seconds }}{\text { cycle }}
$$

| Components of performance | Units of measure |
| :--- | :--- |
| CPU execution time for a program | Seconds for the program |
| Instruction count | Instructions executed for the program |
| Clock cycles per instruction (CPI) | Average number of clock cycles per instruction |
| Clock cycle time | Seconds per clock cycle |

Figure 1.15 shows the basic measurements at different levels in the computer and what is being measured in each case. We can see how these factors are combined to yield execution time measured in seconds per program:
Time $=$ Seconds $/$ Program $=\frac{\text { Instructions }}{\text { Program }} \times \frac{\text { Clock cycles }}{\text { Instruction }} \times \frac{\text { Seconds }}{\text { Clock cycle }}$
Always bear in mind that the only complete and reliable measure of computer performance is time. For example, changing the instruction set to lower the instruction count may lead to an organization with a slower clock cycle time or higher CPI that offsets the improvement in instruction count. Similarly, because CPI depends on type of instructions executed, the code that executes the fewest number of instructions may not be the fastest.

## Performance Equations

Performance - inverse of execution time

$$
\text { performance: } P_{x} \equiv \frac{1}{T_{x}} \quad \text { relative performance: } \frac{P_{x}}{P_{y}}=\frac{T_{y}}{T_{x}}
$$

## CPU time equation

$$
T_{\text {CPU }}(\text { execution })=\frac{\# \text { instructions }}{\text { execution }} \cdot \frac{\# \text { cycles }}{\text { instruction }} \cdot \frac{\# \text { seconds }}{\text { cycle }}
$$

Amdahl's law


## Relative $\mathrm{CPU}_{\text {time }}$ Performance

$$
T_{\text {CPU }}(\text { execution })=\frac{\# \text { instructions }}{\text { execution }} \cdot \frac{\# \text { cycles }}{\text { instruction }} \cdot \frac{\# \text { seconds }}{\text { cycle }}
$$

$$
\begin{aligned}
T_{X} & =\# \text { instructions }_{X} \cdot \mathrm{CPI}_{X} \cdot \text { cycleTime }_{X} \\
& =\frac{\# \text { instructions }_{X} \cdot \mathrm{CPI}_{X}}{\operatorname{clockRate}_{X}}
\end{aligned}
$$

$$
\begin{array}{|l}
\frac{P_{X}}{P_{Y}}=\frac{T_{Y}}{T_{X}}=\frac{\# \text { instructions }_{Y} \cdot \mathrm{CPI}_{Y} \cdot \text { cycleTime }_{Y}}{\# \text { instructions }_{X} \cdot \mathrm{CPI}_{X} \cdot \text { cycleTime }_{X}} \\
\frac{P_{X}}{P_{Y}}=\frac{T_{Y}}{T_{X}}=\frac{\# \text { instructions }_{Y} \cdot \mathrm{CPI}_{Y} \cdot \text { clockRate }_{X}}{\# \text { instructions }_{X} \cdot \mathrm{CPI}_{X} \cdot \text { clockRate }_{Y}}
\end{array}
$$

## A New Computer Design

Our favorite program runs in 10 seconds on computer A, which has a 2 GHz clock. We are trying to help a computer designer build a computer, B , which will run this program in 6 seconds. The designer has determined that a substantial increase in the clock rate is possible, but this increase will affect the rest of the CPU design, causing computer B to require 1.2 times as many clock cycles as computer A for this program.

What clock rate should we tell the designer to target?

## A New Computer Design

Let's first find the number of clock cycles required for the program on A:

$$
\begin{aligned}
& \mathrm{CPU} \mathrm{time}_{\mathrm{A}}=\frac{\mathrm{CPU} \text { clock cycles }}{\mathrm{A}} \\
& \text { Clock } \text { rate }_{\mathrm{A}} \\
& 10 \text { seconds }=\frac{\text { CPU clock cycles }}{\mathrm{A}} \\
& 2 \times 10^{9} \frac{\text { cycles }}{\text { second }}
\end{aligned}
$$

CPU clock cycles $_{\mathrm{A}}=10$ seconds $\times 2 \times 10^{9} \frac{\text { cycles }}{\text { second }}=20 \times 10^{9}$ cycles
CPU time for B can be found using this equation:

$$
\begin{aligned}
& \text { CPU time }_{\mathrm{B}}=\frac{1.2 \times \text { CPU clock cycles }}{\mathrm{A}} \\
& \text { Clock rate }_{\mathrm{B}} \\
& 6 \text { seconds }=\frac{1.2 \times 20 \times 10^{9} \text { cycles }}{\text { Clock rate }_{\mathrm{B}}}
\end{aligned}
$$

Clock rate $_{\mathrm{B}}=\frac{1.2 \times 20 \times 10^{9} \text { cycles }}{6 \text { seconds }}=\frac{0.2 \times 20 \times 10^{9} \text { cycles }}{\text { second }}=\frac{4 \times 10^{9} \mathrm{cycles}}{\text { second }}=4 \mathrm{GHz}$
To run the program in 6 seconds, $B$ must have twice the clock rate of A.

## A New Computer Design

$$
\frac{P_{X}}{P_{Y}}=\frac{T_{Y}}{T_{X}}=\frac{\# \text { instructions }_{Y} \cdot \mathrm{CPI}_{Y} \cdot \text { clockRate }_{X}}{\# \text { instructions }_{X} \cdot \mathrm{CPI}_{X} \cdot \text { clockRate }_{Y}}
$$

$$
\begin{aligned}
& \frac{T_{A}}{T_{B}}=\frac{10}{6}=\frac{\# \text { instructions } \cdot \mathrm{CPI}_{A} \cdot \text { clockRate }_{B}}{\# \text { instructions } \cdot \mathrm{CPI}_{B} \cdot \text { clockRate }_{A}} \\
& \frac{10}{6}=\frac{\# \text { instruetions } \cdot \mathrm{CPI}_{A} \cdot \text { clockRate }_{B}}{\# \text { instrututions } \cdot 1.2 \cdot \mathrm{CPI}_{A} \cdot 2 \mathrm{GHz}} \\
& \text { clockRate }_{B}=\frac{10 \cdot 1.2 \cdot 2}{6} \mathrm{GHz}=4 \mathrm{GHz}
\end{aligned}
$$

## Which Computer is Faster

Suppose we have two implementations of the same instruction set architecture.

Computer A has a clock cycle time of 250 ps and a CPI of 2.0 for some program, and computer B has a clock cycle time of 500 ps and a CPI of 1.2 for the same program.
Which computer is faster for this program and by how much?

## Which Computer is Faster?

We know that each computer executes the same number of instructions for the program; let's call this number I. First, find the number of processor clock cycles for each computer:

$$
\begin{aligned}
& \text { CPU clock } \text { cycles }_{\mathrm{A}}=I \times 2.0 \\
& \text { CPU clock cycles } \\
& \mathrm{B}
\end{aligned}=I \times 1.2
$$

Now we can compute the CPU time for each computer:

$$
\begin{aligned}
\text { CPU time }_{\mathrm{A}} & =\mathrm{CPU} \text { clock cycles } \\
& =I \times 2.0 \times 250 \mathrm{ps}=500 \times I \mathrm{ps}
\end{aligned}
$$

Likewise, for B:

$$
\mathrm{CPU} \mathrm{time}_{\mathrm{B}}=I \times 1.2 \times 500 \mathrm{ps}=600 \times I \mathrm{ps}
$$

Clearly, computer A is faster. The amount faster is given by the ratio of the execution times:

$$
\frac{\text { CPU performance }_{A}}{\text { CPU performance }_{\mathrm{B}}}=\frac{\text { Execution time }_{\mathrm{B}}}{\text { Execution time }_{\mathrm{A}}}=\frac{600 \times I \mathrm{ps}}{500 \times I \mathrm{ps}}=1.2
$$

We can conclude that computer A is 1.2 times as fast as computer B for this program.

## Which Computer is Faster?

$$
\frac{P_{X}}{P_{Y}}=\frac{T_{Y}}{T_{X}}=\frac{\# \text { instructions }_{Y} \cdot \mathrm{CPI}_{Y} \cdot \text { cycleTime }_{Y}}{\# \text { instructions }_{X} \cdot \mathrm{CPI}_{X} \cdot \text { cycleTime }_{X}}
$$

$$
\begin{aligned}
\frac{P_{A}}{P_{B}} & =\frac{\# \text { instructions } \cdot \mathrm{CPI}_{B} \cdot \text { cycleTime }_{B}}{\# \text { instructions } \cdot \mathrm{CPI}_{A} \cdot \text { cycleTime }_{A}} \\
& =\frac{\# \text { instructions } \cdot 1.2 \cdot 500 \mathrm{ps}}{\# \text { instructions } \cdot 2.0 \cdot 250 \mathrm{ps}} \\
& =\frac{1.2 \cdot 500}{2.0 \cdot 250}=\frac{600}{500}=1.2
\end{aligned}
$$

Computer A is 1.2 times faster that Computer B

## Comparing Code Segments

A compiler designer is trying to decide between two code sequences for a particular computer. The hardware designers have supplied the following facts:

|  | CPI for each Instruction class |  |  |
| :---: | :---: | :---: | :---: |
|  | A | B | C |
| CPI | 1 | 2 | 3 |

For a particular high-level language statement, the compiler writer is considering two code sequences that require the following instruction counts:

| Code sequence | Instruction counts for each Instructlon class |  |  |
| :---: | :---: | :---: | :---: |
|  | A | B | C |
| 1 | 2 | 1 | 2 |
| 2 | 4 | 1 | 1 |

Which code sequence executes the most instructions? Which will be faster? What is the CPI for each sequence?

Sequence 1 executes $2+1+2=5$ instructions. Sequence 2 executes $4+1+$ $1=6$ instructions. Therefore, sequence 1 executes fewer instructions.

We can use the equation for CPU clock cycles based on instruction count and CPI to find the total number of clock cycles for each sequence:

$$
\text { CPU clock cycles }=\sum_{i=1}^{n}\left(\mathrm{CPI}_{i} \times \mathrm{C}_{i}\right)
$$

This yields
CPU clock cycles $_{1}=(2 \times 1)+(1 \times 2)+(2 \times 3)=2+2+6=10$ cycles
CPU clock cycles $_{2}=(4 \times 1)+(1 \times 2)+(1 \times 3)=4+2+3=9$ cycles
So code sequence 2 is faster, even though it executes one extra instruction. Since code sequence 2 takes fewer overall clock cycles but has more instructions, it must have a lower CPI. The CPI values can be computed by

$$
\begin{aligned}
& \mathrm{CPI}=\frac{\mathrm{CPU} \text { clock cycles }}{\text { Instruction count }} \\
& \mathrm{CPI}_{1}=\frac{\mathrm{CPU} \text { clock cycles }}{1} \\
& \text { Instruction count } \\
& 1
\end{aligned}=\frac{10}{5}=2.0
$$

## Comparing Code Segments

$$
T_{X}=\# \text { instructions }_{X} \cdot \mathrm{CPI}_{X} \cdot \text { cycleTime }_{X}
$$

$$
\begin{aligned}
\text { cycles }_{X} & =\# \text { instructions }_{X} \cdot \mathrm{CPI}_{X} \\
& =\mathrm{A}-\text { cycles }_{X}+\mathrm{B}-\text { cycles }_{X}+\mathrm{C}-\text { cycles }_{X} \\
\text { cycles }_{1} & =\# \mathrm{~A}-\text { instr }_{1} \cdot \mathrm{CPI}_{A}+\# \mathrm{~B}-\text { instr }_{1} \cdot \mathrm{CPI}_{B}+\# \mathrm{C}-\text { instr }_{1} \cdot \mathrm{CPI}_{C} \\
\text { cycles }_{2} & =\# \mathrm{~A}-\text { instr }_{2} \cdot \mathrm{CPI}_{A}+\# \mathrm{~B}-\text { instr }_{2} \cdot \mathrm{CPI}_{B}+\# \mathrm{C}-\text { instr }_{2} \cdot \mathrm{CPI}_{C} \\
\text { cycles }_{1} & =2 \cdot 1+1 \cdot 2+2 \cdot 3=10 \quad \mathrm{CPI}_{1}=\frac{10}{5}=2.0 \\
\text { cycles }_{2} & =4 \cdot 1+1 \cdot 2+1 \cdot 3=9 \quad \mathrm{CPI}_{2}=\frac{9}{6}=1.5
\end{aligned}
$$

## Check Yourself

A given application written in Java runs 15 seconds on a desktop processor. A new Java compiler is released that requires only 0.6 as many instructions as the old compiler. Unfortunately, it increases the CPI by 1.1. How fast can we expect the application to run using this new compiler? Pick the right answer from the three choices below:
a. $\frac{15 \times 0.6}{1.1}=8.2 \mathrm{sec}$
b. $15 \times 0.6 \times 1.1=9.9 \mathrm{sec}$
c. $\frac{15 \times 1.1}{0.6}=27.5 \mathrm{sec}$

## CPU Time Equation

$$
\frac{P_{X}}{P_{Y}}=\frac{T_{Y}}{T_{X}}=\frac{\# \text { instructions }_{Y} \cdot \mathrm{CPI}_{Y} \cdot \text { clock } \text { rate }_{X}}{\# \text { instructions }_{X} \cdot \mathrm{CPI}_{X} \cdot \text { clock rate }}
$$

$$
\begin{aligned}
\frac{T_{J}}{T_{K}} & =\frac{\# \text { instructions }_{J} \cdot \mathrm{CPI}_{J} \cdot \text { clock rate }_{K}}{\# \text { instructions }_{K} \cdot \mathrm{CPI}_{K} \cdot \text { clock rate }_{J}} \\
\frac{15 \text { seconds }}{T_{K}} & =\frac{\# \text { instructions }_{J} \quad \mathrm{CPI}_{J} \cdot \quad \text { elock rate }}{\text { instructions }_{J}} \cdot 0.6 \cdot \mathrm{CPI}_{J} \cdot 1.1 \cdot \text { elock rate }_{J} \\
T_{K} & =15 \cdot 0.6 \cdot 1.1=9.9 \text { seconds }
\end{aligned}
$$

## Basic Statistical Tools

Given values: $\left\{v_{1}, v_{2}, \ldots v_{N}\right\} \&$ weights: $\left\{w_{1}, w_{2}, \ldots w_{N}\right\}$
average: $\vec{v} \equiv \frac{\sum_{i=1}^{N} v_{i}}{N}$
total weight: $\quad \boldsymbol{W} \equiv \sum_{i=1}^{N} w_{i} \quad$ normalized weight: $\quad q_{i} \equiv \frac{w_{i}}{W} \quad\left(\sum_{i=0}^{N} q_{i}=1\right)$
weighted average: $\frac{\sum_{i=1}^{N} w_{i} v_{i}}{\sum_{i=1}^{N} w_{i}}=\frac{\sum_{i=1}^{N} w_{i} v_{i}}{W}=\sum_{i=1}^{N} \frac{w_{i}}{W} v_{i}=\sum_{i=1}^{N} q_{i} v_{i}$

## Grade Point Average



## Typical Instruction Statistics

Instruction types, frequencies, and execution times
50\% ALU instructions 5 CPI

30\% Memory instructions
20\% Load
10\% Store
20\% Branch instructions 8 CPI 6 CPI
0.5\% Special instructions

## Average Cycles Per Instruction

(Weighted) average CPI

$$
\begin{aligned}
& =q_{\text {ALU }} T_{\text {ALU }}+q_{\text {Load }} T_{\text {Load }}+q_{\text {Store }} T_{\text {Store }}+q_{\text {Branch }} T_{\text {Branch }} \\
& =0.5 \cdot 5+0.2 \cdot 8+0.1 \cdot 6+0.2 \cdot 10 \\
& =2.5+1.6+0.6+2.0 \\
& =6.7 \text { cycles approximation: } 20 / 6.7 \approx 3
\end{aligned}
$$

Execution time fraction by instruction type

| ALU | $2.5 / 6.7$ | $\sim 37.5 \%$ |
| :--- | :--- | :--- |
| Load | $1.6 / 6.7$ | $\sim 24.0 \%$ |
| Store | $0.6 / 6.7$ | $\sim 9.0 \%$ |
| Branch | $2.0 / 6.7$ | $\sim 30.0 \%$ |

## Performance Equations

Performance - inverse of execution time
performance: $P_{x} \equiv \frac{1}{T_{x}} \quad$ relative performance: $\frac{P_{x}}{P_{y}}=\frac{T_{y}}{T_{x}}$
CPU time equation

$$
T_{C P U}(\text { execution })=\frac{\# \text { instructions }}{\text { execution }} \cdot \frac{\# \text { cycles }}{\text { instruction }} \cdot \frac{\# \text { seconds }}{\text { cycle }}
$$

Amdahl's law

$$
T_{\text {new }}=\frac{\text { fraction affected } \cdot T_{\text {old }}}{\text { improvement }}+\text { fraction not affected } \cdot T_{\text {old }}
$$

## Amdahl's Law


$\mathrm{T}_{\text {old }}=$ affected + unaffected
$\mathrm{T}_{\text {new }}=$ improved + unaffected
SpeedUp = affected / improved
Overall SpeedUp $=T_{\text {old }} / T_{\text {new }}$
(fraction affected) $\quad F_{a}=$ affected $/ T_{\text {old }}$

(fraction unaffected) $\overline{\mathrm{F}}_{a}=$ unaffected $/ \mathrm{T}_{\text {old }}$


## Improving a Race Car

|  | \% time | \% fuel useage | \% tire ware | \% miles |
| :--- | ---: | ---: | ---: | ---: |
| acceleration | 5 | 30 | 10 | 10 |
| cruise | 90 | 50 | 50 | 20 |
| brake | 5 | 10 | 40 | 40 |
| turns | 15 | 10 | 10 | 30 |

## Average Cycles Per Instruction

(Weighted) average CPI

$$
\begin{aligned}
& =q_{\text {ALU }} T_{\text {ALU }}+q_{\text {Load }} T_{\text {Load }}+q_{\text {Store }} T_{\text {Store }}+q_{\text {Branch }} T_{\text {Branch }} \\
& =0.5 \cdot 5+0.2 \cdot 8+0.1 \cdot 6+0.2 \cdot 10 \\
& =2.5+1.6+0.6+2.0 \\
& =6.7 \text { cycles approximation: } 20 / 6.7 \approx 3
\end{aligned}
$$

Execution time fraction by instruction type

| ALU | $2.5 / 6.7$ | $\sim 37.5 \%$ |
| :--- | :--- | :--- |
| Load | $1.6 / 6.7$ | $\sim 24.0 \%$ |
| Store | $0.6 / 6.7$ | $\sim 9.0 \%$ |
| Branch | $2.0 / 6.7$ | $\sim 30.0 \%$ |

## CPU Time Equation

$$
T_{\text {CPU }}(\text { execution })=\frac{\# \text { instructions }}{\text { execution }} \cdot \frac{\# \text { cycles }}{\text { instruction }} \cdot \frac{\# \text { seconds }}{\text { cycle }}
$$

If $T_{\text {CPU }}($ execution $) \approx 20$ seconds, cycle ${ }_{\text {time }}=10^{-9}$ seconds
20 seconds $\approx \#$ instructions $\cdot 6.7 \cdot 10^{-9}$ seconds
$\#$ instructions $\approx \frac{20}{6.7 \cdot 10^{-9}} \approx 3 \cdot 10^{9}$

$$
\text { instruction }_{\text {time }}=\frac{\# \text { seconds }}{\text { instruction }}=\frac{\# \text { cycles }}{\text { instruction }} \cdot \frac{\# \text { seconds }}{\text { cycle }}
$$

## Amdahl's Law 1

$$
T_{\text {new }}=\frac{\text { fraction affected } \cdot T_{\text {old }}}{\text { improvement }}+\text { fraction not affected } \cdot T_{\text {old }}
$$

Improvement $X$ reduces ALU instructions time from 5 to 4 ns
$T_{X}=\frac{\text { fraction affected } \cdot 20 \mathrm{sec}}{\text { improvement }}+$ fraction not affected $\cdot 20 \mathrm{sec}$
$T_{X}=\left(\frac{\frac{2.5}{6.7} 20}{\frac{5}{4}}+\frac{4.2}{6.7} 20\right) \mathrm{sec} \approx\left(\frac{7.5}{1.25}+12.6\right) \mathrm{sec}=18.6 \mathrm{sec}$

## Amdahl's Law 2

$$
T_{\text {new }}=\frac{\text { fraction affected } \cdot T_{\text {old }}}{\text { improvement }}+\text { fraction not affected } \cdot T_{\text {old }}
$$

Improvement $Y$
reduces Load instructions time from 8 to $4 n s$
$T_{Y}=\frac{\text { fraction affected } \cdot 20 \mathrm{sec}}{\text { improvement }}+$ fraction not affected $\cdot 20 \mathrm{sec}$
$T_{Y}=\left(\frac{\frac{1.6}{6.7} 20}{\frac{8}{4}}+\frac{5.1}{6.7} 20\right) \mathrm{sec} \approx\left(\frac{4.8}{2}+15.3\right) \mathrm{sec}=17.7 \mathrm{sec}$

## Amdahl's Law 3

$$
T_{\text {new }}=\frac{\text { fraction affected } \cdot T_{\text {old }}}{\text { improvement }}+\text { fraction not affected } \cdot T_{\text {old }}
$$

## Improvement $Z$

reduces Store instructions time from 6 to 2 ns
$T_{Z}=\frac{\text { fraction affected } \cdot 20 \mathrm{sec}}{\text { improvement }}+$ fraction not affected $\cdot 20 \mathrm{sec}$

$$
T_{Z}=\left|\frac{\frac{0.6}{6.7} 20}{\frac{6}{2}}+\frac{6.1}{6.7} 20\right| \sec \approx\left(\frac{1.8}{3}+18.3\right) \mathrm{sec}=18.9 \mathrm{sec}
$$

## Amdahl's Law 4

$$
T_{\text {new }}=\frac{\text { fraction affected } \cdot T_{\text {old }}}{\text { improvement }}+\text { fraction not affected } \cdot T_{\text {old }}
$$

Improvement $W$
reduces Branch instruction time from 10 to 5 ns
$T_{W}=\frac{\text { fraction affected } \cdot 20 \mathrm{sec}}{\text { improvement }}+$ fraction not affected $\cdot 20 \mathrm{sec}$
$T_{W}=\left(\frac{\frac{2.0}{6.7} 20}{\frac{10}{5}}+\frac{4.7}{6.7} 20\right) \mathrm{sec} \approx\left(\frac{6}{2}+14.1\right) \mathrm{sec}=17.1 \mathrm{sec}$

## Relative Performance

performance: $P_{x} \equiv \frac{1}{T_{x}} \quad$ relative performance: $\frac{P_{x}}{P_{y}}=\frac{T_{y}}{T_{x}}$

$$
\begin{aligned}
& \frac{P_{X}}{P_{\text {old }}}=\frac{T_{\text {old }}}{T_{X}}=\frac{20}{18.6} \approx 1.075 \\
& \frac{P_{Y}}{P_{\text {old }}}=\frac{T_{\text {old }}}{T_{Y}}=\frac{20}{17.7} \approx 1.130 \\
& \frac{P_{Z}}{P_{\text {old }}}=\frac{T_{\text {old }}}{T_{Z}}=\frac{20}{18.9} \approx 1.058 \\
& \frac{P_{W}}{P_{\text {old }}}=\frac{T_{\text {old }}}{T_{Z}}=\frac{20}{17.1} \approx 1.170
\end{aligned}
$$

